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Abstract  

 

Heart failure, a leading cause of global mortality, affects over 26 

million individuals, contributing to approximately 17.9 million 

deaths annually representing 31% of all causes of death, as reported 

by the WHO. Early anticipation of this condition is paramount. 

Automated algorithms for early prediction of heart diseases, 

including machine learning models deployed in medical 

applications, have been extensively explored. This study scrutinizes 

data from 918 patients, some with a history of heart failure, drawn 

from diverse locations, encompassing Cleveland, Hungary, 

Switzerland, and Long Beach VA. The investigation centers on 

assessing predictive capability using XGBoost and deep neural 

networks in a sequential model. Results unveil promising 

precision—up to 88.04% and 88.58%, respectively—in forecasting 

future instances of heart diseases. Emphasizing the efficacy of these 

models, their potential as a valuable tool for medical professionals 

enabling early detection of this critical ailment is underscored. These 

findings underscore the significance of early prevention of heart 

diseases, potentially enhancing global health through advanced 

artificial intelligence techniques. 
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Resumen  

 

La insuficiencia cardíaca, una de las principales causas de muerte a 

nivel mundial, afecta a más de 26 millones de personas y contribuye 

a aproximadamente 17.9 millones de fallecimientos anuales, 

representando el 31% de todas las causas de muerte según la OMS. 

La anticipación temprana de esta condición es vital. Se han 

explorado algoritmos automatizados para la predicción temprana de 

enfermedades cardíacas, incluyendo modelos de aprendizaje 

automático implementados en aplicaciones médicas. Este estudio 

analiza datos de 918 pacientes, algunos con historial de insuficiencia 

cardíaca, provenientes de observaciones en diferentes localidades, 

incluyendo Cleveland, Hungría, Suiza y Long Beach VA. La 

investigación se enfoca en evaluar la capacidad predictiva mediante 

el uso de XGBoost y redes neuronales profundas en un modelo 

secuencial. Los resultados revelan una precisión prometedora: hasta 

un 88.04% y 88.58%, respectivamente, en la predicción de futuros 

casos de enfermedades cardíacas. Destacando la efectividad de estos 

modelos, se plantea su potencial como herramienta valiosa para los 

profesionales médicos, permitiendo la detección precoz de esta 

enfermedad crítica. Estos hallazgos resaltan la importancia de la 

prevención temprana de enfermedades cardíacas para mejorar 

significativamente la salud a nivel global a tráves de técnicas 

avanzadas de inteligencia artificial.  

 

XGBoost, Predicción de enfermedad cardiaca, Red neuronal 

profunda 
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Introduction 

 

In the expansive realm of medical data and the 

burgeoning field of data science and analysis, 

innovative efforts by startups have undertaken 

the formidable task of creating predictive 

markers for impending diseases (Leung et al., 

2020). Among these conditions, cardiovascular 

diseases (CVDs) stand out, claiming a 

staggering 17.9 million lives annually, 

representing a significant 31% of global 

mortality (Levy et al., 2017). Within this 

landscape, heart failure emerges as a prevalent 

consequence of CVDs (Reddy et al., 2021). 

 

Individuals grappling with 

cardiovascular ailments or teetering on the edge 

of escalated cardiovascular risk, often linked to 

factors like hypertension, diabetes, 

hyperlipidemia, or existing medical conditions, 

require early identification and adept 

management (Kullo et al., 2010). Herein lies the 

potential of machine learning models to offer 

their guidance (Louridi et al., 2021). This 

technological synergy not only seeks to 

automate a natural conundrum but also to 

illuminate forthcoming challenges, all driven by 

the formidable capacities of artificial 

intelligence techniques (Lv et al., 2021; Chang 

et al., 2022). 

 

Previous research showcases the 

integration of machine learning models with 

medical information systems to predict heart 

failure or other diseases using patient-collected 

data. Effective models based on decision trees, 

Naive Bayes, Random Forest, logistic 

regression, and Support Vector Machines 

(SVM) have achieved a maximum accuracy of 

88% (Alotaibi, 2019; Mansur Huang et al., 2021; 

Kedia et al., 2022). Data normalization and 

preprocessing are pivotal for enhancing model 

accuracy (Wang, 2021). Hyperparameter 

optimization techniques such as TPOT and 

Random Forest have achieved the highest 

accuracy of 97.52% (Valarmathi et al., 2021). 

The application of deep neural networks, such as 

Recurrent Neural Networks (RNN), has been 

instrumental in predicting the risk and onset of 

heart failure, achieving an 82% accuracy, 

demonstrating their efficacy in predictive 

modeling using electronic medical records 

(Rasmy et al., 2018). Even models based on 

Multilayer Perceptron have reached an 88% 

accuracy (Awan et al., 2019; Lee et al., 2020). 

 

People with cardiovascular diseases or 

those at high cardiovascular risk (due to factors 

such as hypertension, diabetes, hyperlipidemia, 

or existing diseases) require early detection and 

management, wherein machine learning models 

play a crucial role. Moreover, with 

environmental deterioration, these factors may 

lead to an increase in heart failure cases in the 

future. Neglecting the issue of heart failure could 

inevitably result in fatalities (Kim et al., 2021). 

 

Four out of 5 CVD-related deaths 

emanate from heart attacks and strokes, with a 

third occurring prematurely among individuals 

under 70 years (Jagannathan et al., 2019). Heart 

failure, often an outcome of CVDs, serves as a 

focal point, addressed through a dataset 

encompassing 11 features pivotal in predicting 

cardiac diseases. For the current study, a dataset 

amalgamating five previously independent 

datasets: Cleveland (303 observations), 

Hungarian (294 observations), Swiss (123 

observations), Long Beach VA (200 

observations), and Stalog (270 observations), 

aggregated to a total of 1190 observations, 

identified 272 instances of duplications, 

culminating in a refined set of 918 observations.  

 

This comprehensive dataset, available on 

Kaggle (fedesoriano, 2021), stands as the most 

extensive compilation in cardiovascular disease 

research to date. Table 1 presents a description 

of the pathological information collected. 

Among the most notable data from studies with 

a similar focus are 5 risk factors (body mass 

index, systolic blood pressure, high-density 

lipoprotein cholesterol, current smoking, and 

diabetes) and the incidence of cardiovascular 

diseases and death from any cause through Cox 

regression analysis (Global Cardiovascular Risk 

Consortium, 2023).; this study contemplates 

three of these primary factors. 

 

This research's focus lies in 

implementing an Exploratory Data Analysis 

(EDA) to comprehend the dataset, preprocessing 

pathological information through 

standardization, and proceeding with the 

implementation of advanced machine learning 

techniques via XGBoost. The optimization of 

hyperparameters using the GridSearch method 

will be followed by evaluating prediction 

metrics with patients' pathological information, 

presenting an acceptable model for the future 

prediction of patients who might develop early-

stage cardiac diseases.  
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Additionally, a comparison and 

evaluation of a Deep Neural Network (DNN) 

optimized to ascertain its accuracy in future 

classifications will provide valuable insights into 

AI-based predictive models for medical 

diagnoses. 

 
Parameter Description Type 

Age Years Patient`s age 

Sex patient's sex M: Male, F: Female 

Chest Pain 

Type 

type of chest pain TA: Typical 

Angina, ATA: 

Atypical Angina, 

NAP: Non-Anginal 

Pain, ASY: 

Asymptomatic 

Resting 

Blood 

Pressure 

resting blood 

pressure 

mmHg 

Cholesterol serum cholesterol mm/dl 

Fasting 

Blood Sugar 

fasting blood sugar 

level 

1: if Fasting Blood 

Sugar > 120 mg/dl, 

0: otherwise 

Resting 

ECG 

resting 

electrocardiogram 

results 

Normal: Normal, 

ST: ST-T wave 

abnormality (T 

wave inversions 

and/or ST elevation 

or depression > 0.05 

mV), LVH: 

probable or definite 

left ventricular 

hypertrophy by 

Estes' criteria 

Maximum 

Heart Rate 

maximum heart rate 

achieved 

Numeric value 

between 60 and 202 

Exercise-

Induced 

Angina 

exercise-induced 

angina 

Y: Yes, N: No 

Oldpeak oldpeak = ST Numeric value 

measured in 

depression 

ST Slope the slope of the 

peak exercise ST 

segment 

Up: upsloping, Flat: 

flat, down: 

downsloping 

Heart 

Disease 

output class 1: heart disease, 0: 

Normal 

 
Table 1 Information and description of the dataset. 

 

XGBoost in Predictions of Cardiac Diseases 

 

XGBoost, a machine learning technique, 

harnesses the ensemble method to merge 

multiple weak decision tree models, crafting a 

more robust and accurate model. Grounded in 

decision trees, known for their shallow depth and 

slightly superior performance to random 

predictions, XGBoost employs boosting to 

sequentially train trees, each rectifying the errors 

of the previous model (Chen et al., 2015). 

 

Optimization in XGBoost revolves 

around an objective function balancing model 

loss and complexity. This technique utilizes a 

loss function to evaluate prediction accuracy, 

offering advantages like high performance, 

computational efficiency, and control over 

overfitting through regularization (Nielsen et al., 

2016). For log-loss classification, the objective 

function is expressed by equation (1), where 

various parameters assess model predictions and 

regularization hyperparameters (Nielsen et al., 

2016). 

 
Classificaction = ∑ (𝑦𝑖 log(𝑝𝑖) + (1 −n

i=1

𝑦𝑖) log(1 − 𝑝𝑖)) + γT +
1

2
λ ∑ 𝜔𝑗

2𝑇
𝑗=1                    (1) 

 

where: 𝑦𝑖 represents the actual labels, 𝑝𝑖 

or 𝑦𝑖 denote the model predictions, T stands for 

the number of tree leaves,  𝜔𝑗
2  signifies the 

square of the weight assigned to each tree leaf, 

and λ  as well as γ  represent regularization 

hyperparameters. 

 

In the classification of cardiac diseases, 

XGBoost has exhibited high performance in 

various scoring metrics using logistic regression 

(Nalluri et al., 2020). With optimized 

hyperparameters using OPTUNA, it achieved 

accuracies of 94.7%, 89.3%, and 88.5% in 

classifying distinct cardiac disease datasets 

(Srinivas et al., 2022). Additionally, Bayesian 

optimization combined with encoding 

techniques reached 91.8% accuracy in predicting 

heart disease in clinical settings (Budholiya et 

al., 2022). Utilizing feature selection via 

information gain and a hybrid Smote-Enn 

algorithm for imbalanced datasets in cardiac 

disease prediction attained 93.44% accuracy 

with XGBoost (Yang et al., 2022). Moreover, 

this model has demonstrated reliability in 

assessing cardiovascular disease risk in patients 

with type 2 diabetes mellitus (Athanasiou et al., 

2020). 

 

Deep Neural Networks (DNNs) 

 

Deep or Dense Neural Networks (DNNs) consist 

of interconnected layers, where each neuron in 

one layer connects to all neurons in the 

subsequent layer, creating a densely connected 

network. Apart from input and output layers, 

hidden layers perform data transformation 

operations; activation functions are derived from 

neurons in a hidden layer by considering 

weighted inputs from neurons in preceding 

layers (Nazari et al., 2021).  
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Common examples of activation 

functions include Rectified Linear Unit (ReLU), 

sigmoid, hyperbolic tangent, among others 

(Ding et al., 2018). This algorithm is considered 

a deep and automatic learning method, adjusting 

neuron connection weights and biases during 

training by minimizing loss functions. 

Regularization techniques like Dropout, L1, L2 

are employed in DNNs to prevent overfitting and 

enhance generalization (Cogswell et al., 2015). 

The key formula is presented in the following 

equation (2). 

 

Output =  (∑ 𝜔𝑖 ∙ 𝑥𝑖 + 𝑏𝑛
𝑖=1 )                        (2) 

 

where: 𝑥𝑖  represents inputs, 𝜔𝑖  denotes 

the weights associated with each input, 𝑏 stands 

for bias, and   represents the activation 

function. DNNs possess the capability to learn 

intricate relationships within nonlinear data and 

automatically extract features (Zeng et al., 

2014). Achieving up to 90% accuracy in 

predicting cardiac diseases has been 

accomplished using an enhanced Sparse 

Autoencoder (SAE) integrated with neural 

networks (Mienye et al., 2020). Assessment of 

metrics across epochs during DNN training has 

demonstrated a classification accuracy ranging 

between 80-90% (Ramprakash et al., 2020). 

 

Exploratory Data Analysis (EDA)  

 

During the phase of understanding the dataset, 

an Exploratory Data Analysis (EDA) was 

performed using Python-based tools. This aimed 

to uncover trends, relationships, and 

distributions within the data through statistical 

methods. Specifically, it delved into patient 

information, distinguishing between individuals 

with cardiac ailments and those deemed healthy. 

Additionally, it sought to offer a medical 

perspective by examining pertinent 

characteristics within patients' pathological data, 

such as clinical studies, age, and gender. 

 

Among the 918 patients in the dataset, 

508 were diagnosed with heart failure, while 410 

did not exhibit such conditions. Figure 1 depicts 

bar graphs showcasing a nearly balanced 

distribution between healthy patients and those 

affected by cardiac disease. The median age of 

patients diagnosed with heart disease was 57, 

whereas individuals without heart disease 

showed a slightly younger median age of 51.  

 

Previous similar clinical analyses found 

a comparable average age of 54.4 years (Global 

Cardiovascular Risk Consortium, 2023). The 

breakdown is nearly 90.2% male patients and 

9.8% female patients in the dataset. Figure 2 

showcases the prevalence of cardiac disease 

among these genders. Remarkably, among the 

725 male patients, 63.2% have been diagnosed 

with cardiac disease. In contrast, among females, 

the diagnosis reveals that one in every four 

females has been diagnosed with a cardiac 

condition. 

 

 
 

Figure 1 Total number of healthy patients and patients 

with heart disease.  

 

 
 

Figure 2 Percentage of patients and prevalence of heart 

disease among men and women. 

 

Figure 3 displays boxplots depicting 

distinct age distributions among patients with 

and without heart disease.  
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Among those diagnosed with heart 

disease, the boxplot indicates a narrower age 

range, mainly spanning from 51 to 62 years, with 

most patients falling within this interval. 

Notably, there are a few younger outliers below 

the lower whisker in this group. In contrast, 

patients without heart disease show a slightly 

broader age spectrum, evenly distributed without 

outliers. Many individuals in this category fall 

within the age range of 43 to 57 years, 

representing a relatively younger population. 

 

Additionally, within Figure 3, the 

boxplots for Systolic Blood Pressure exhibit 

similar distributions between the groups. Both 

sets show upper and lower outliers, with most 

patients' blood pressure ranging from 120 to 145 

mmHg. The median blood pressure remains 

consistent at approximately 130 mmHg for both 

patient cohorts. These data reveal the 

relationship highlighted in previous medical 

studies, linking severe increases in blood 

pressure directly to higher risks of developing 

heart failure.  

 

The progression from hypertension to 

heart failure is complex and multifaceted. 

Therefore, while it elevates the risk of heart 

failure, not everyone with hypertension develops 

it. It would be challenging to determine heart 

failure solely based on hypertension, but it 

significantly increases the risk (Di Palo et al., 

2020). 

 

 
 

Figure 3 Boxplots depicting age distributions (left) and 

Systolic Blood Pressure (right). 

 

In Figure 4, the distribution of 

cholesterol levels appears right-skewed, 

particularly within patients with cardiac 

conditions where numerous observations show 

missing cholesterol levels, marked as 0. On the 

other hand, among healthy patients, a median of 

225 is evident within a range spanning 

approximately 200 to 275, displaying several 

outliers, as depicted in the boxplots.  

 

 

However, it is well-established that lower 

levels of cholesterol could be detrimental to 

patients with Heart Failure. This could happen 

due to treatment for hypercholesterolemia with 

statins, which might pose risks for Heart Failure 

patients as they decrease Coenzyme Q10 

concentrations. This concentration is vital in the 

respiratory reactions of cardiac myofibrils and 

mitochondria. Hence, it's not uncommon to find 

atypical or very low cholesterol levels in patients 

with heart failure (Charach et al., 2023). 

 

Also, within the same Figure, it's 

noticeable that patients without heart disease 

exhibit the potential for higher maximum heart 

rates compared to patients with heart disease. 

The median heart rate among patients without 

heart disease stands at 150 beats per minute, 

contrasting with a median of 126 beats per 

minute among those with heart disease. 

Hypercholesterolemia is the primary risk factor 

leading to ischemic heart disease (a significant 

cause of heart failure). Chronotropic 

incompetence, a phenomenon common in heart 

failure with preserved ejection fraction 

(HFpEF), is linked to impaired aerobic capacity. 

Consequently, patients with heart failure 

struggle to achieve a higher maximum heart rate 

(Sarma et al., 2020). 

 

 
 

Figure 4 Boxplots illustrating cholesterol distribution 

(left) and maximum heart rate achieved (right). 

 

In Figure 5, the boxplots distinctly 

illustrate the disparity in ST segment depression 

distribution between the two patient cohorts. 

Among those diagnosed with heart disease, 

there's a noticeably wider variability in ST 

depression, with several markedly larger 

outliers. Most patients in this category exhibit 

ST depressions ranging from 0 to 2 mm, centered 

around a median value of 1.2 mm. 

 

Clinical investigations have 

demonstrated the association of ST segment 

depression in the initial ECG during atrial 

fibrillation with clinical outcomes.  
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The primary endpoint was heart failure: 

cardiac death or hospitalization due to heart 

failure. The prevalence of ST segment 

depression was 25.4%; the incidence rate of the 

composite endpoint of heart failure was 

significantly higher in patients with ST segment 

depression compared to those without (5.3% vs. 

3.6% per patient-year, logarithmic range P < 

0.01). Additionally, ST segment depression was 

an independent predictor for the composite 

endpoint of heart failure (hazard ratio 1.23, 95% 

confidence interval: 1.03–1.49, P = 0.03) 

(Kawaji et al., 2023). 

 

The patients within the heart disease 

subset of the Kaggle dataset seem to fall within 

this range, suggesting a potential clinical 

relevance like the relationship between ST 

segment depression and heart failure outcomes. 

 

 
 

Figure 5 Boxplots illustrating oldpeak ST among 

individuals with and without heart disease. 

 

Conversely, among patients without 

heart disease, the range of ST depression is 

comparatively narrower, spanning from 0 to 0.6 

mm, with a median ST depression value of 0 

mm. However, it's important to note that the 

distribution in this group displays a higher 

degree of skewness overall. 

 

In Figure 6, it's evident that among 

patients diagnosed with diabetes, approximately 

80% exhibit concurrent heart disease. This 

observation is grounded in the inherent 

relationship between heart failure and diabetes 

mellitus, representing substantial morbidity and 

mortality worldwide.  

 

 

Furthermore, these chronic conditions 

can coexist and influence each other: among 

diabetic adults (> 64 years), a reported 

prevalence of heart failure stands at 22%. 

Patients with heart failure carry an increased risk 

of developing diabetes mellitus, and conversely, 

patients with diabetes mellitus have a higher 

likelihood of developing heart failure (Kallas et 

al., 2023). 

 

Additionally, the graphic on the left side 

illustrates a notably heightened prevalence of 

heart disease, exceeding 85%, among patients 

experiencing exercise-induced angina. 

However, exercise-induced vasospastic angina 

represents a relatively uncommon clinical 

scenario characterized by the onset of chest 

symptoms during exertion due to coronary 

vasospasm. Unless a positive provocation test is 

achieved, diagnosing this can be challenging, 

potentially resulting in adverse cardiac events, 

including myocardial infarction, ventricular 

arrhythmia, and sudden cardiac arrest. A 

definitive diagnosis of vasospastic angina often 

poses a challenge because these spasms tend to 

be transient, and many coronary spasm events 

are asymptomatic (Tamura et al., 2018). 

 

 
 

Figure 6 Prevalence depicted as percentages of patients 

with heart disease and healthy individuals among those 

with diabetes (left) and exercise-induced angina (right). 

 

Exploring the categories of 

characteristics reveals a variability in the types 

of resting electrocardiogram results, as depicted 

in Figure 7. The distribution is as follows: 552 

patients with normal ECG, accounting for 56.1% 

of the sample; 178 patients exhibiting ST-T 

wave abnormalities, representing 23%; and 188 

patients showing probable or definite left 

ventricular hypertrophy according to Estes' 

criteria, making up 20.9% of the dataset. 
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Figure 7 Prevalence of heart disease categorized by 

resting ECG. 

 

Analyzing the resting ECG test outcomes 

reveals that over 65% of patients diagnosed with 

heart disease exhibit ST-T wave abnormalities in 

their ECG readings, marking the highest 

proportion among the different groups. 

 

Studies focusing on resting 

electrocardiographic results have shown 

similarities in ST-T wave abnormalities and 

probable or definite left ventricular hypertrophy 

according to the Romhilt-Estes criteria 

(Aghamohammadi et al., 2019). 

 

Three-quarters (75%) of the dataset, 

totaling 460 patients, exhibit a flat slope of the 

peak exercise ST segment. Additionally, 395 

patients (15.4%) showcase an upward ST 

segment slope, while 63 patients (2.6%) display 

a downward ST segment slope. Remarkably, 

patients with a flat or downward ST segment 

slope during exercise present the highest 

prevalence of cardiovascular disease at 82.8% 

and 77.8%, respectively, as shown in Figure 8 

(Aghamohammadi et al., 2019). 

 

This relationship is similar to the findings 

where patients with ST segment depression were 

older and had more comorbidities than those 

without. The higher risk was observed in the 

horizontal or downward ST segment depression, 

but not in the upward depression. Moreover, 

among 40 patients exhibiting this pattern, 19 are 

at risk of a heart attack, with 3 of these 19 

patients being women and 16 men. Out of these, 

16 patients experience level 4 chest pain 

(Asymptomatic), 2 of whom have atypical 

angina, and only one has typical angina. Hence, 

it's notable that asymptomatic chest pain is also 

more prevalent in this research. 

 

 
 

Figure 8 Prevalence of heart disease categorized by ST 

Slope. 

 

The predominant type of chest pain noted 

is asymptomatic, observed in a total of 496 

patients, constituting 77.2% of cases. Following 

this, non-anginal pain is reported in 203 patients, 

accounting for 14.2%, with atypical angina 

observed in 173 patients, representing 4.7% of 

the cohort. Lastly, 46 patients present with 

typical angina, comprising 3.9% of the dataset. 

 

Figure 9 demonstrates that among 

individuals diagnosed with heart disease, 

asymptomatic chest pain prevails, exceeding 

77%. Additionally, the incidence of heart disease 

is notably higher in men compared to women, 

occurring at a ratio of nearly 9 to 1 among 

patients diagnosed with cardiovascular 

conditions. 

 

 
 

Figure 9 Prevalence of chest pain among individuals 

diagnosed with heart disease and those without heart 

issues. 

 

Figure 10 illustrates the correlations and 

scatterplots, revealing significant associations 

within the dataset. Heart disease exhibits the 

strongest positive correlation with OldPeak 

(correlation = 0.4) and the most robust negative 

correlation with MaxHR (correlation = -0.4).  
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Additionally, a moderately strong 

relationship of -0.38 exists between Age and 

MaxHR, indicating that as age increases, heart 

rate tends to decrease. 

 

 
 

Figure 10 Correlation Matrix Analysis 

 

Data Preprocessing and Classification 

Parameters with XGBoost and Deep Neural 

Networks 

 

Preprocessing stands as a fundamental phase 

preceding model training. Within this study, 

numerical attributes undergo standardization, 

involving the removal of mean and scaling to 

unit variance. Meanwhile, categorical attributes 

are subjected to one-hot encoding, essential for 

the accurate interpretation of categorical data by 

the machine learning model. 

 

Standardization, although not universally 

mandated, is widely considered a best practice in 

model training. Its application ensures 

uniformity in feature scaling, aiding model 

convergence and performance. On the other 

hand, one-hot encoding transforms categorical 

variables into a binary format, allowing the 

model to effectively comprehend categorical 

information. 

 

The implementation of StandardScaler in 

sklearn operates under the assumption that the 

data, represented by variable, might not adhere 

strictly to a Gaussian distribution. However, it 

orchestrates transformations to align the 

distribution to a mean value of 0 and a standard 

deviation of 1. In other words, given a feature 

vector x, it modifies the values as follows: 

 

Yi =
𝑥𝑖−𝜇(𝑥⃗)

𝜎(𝑥⃗)
                                                       (1) 

where: 𝑥𝑖  is the i-th element of the 

original feature vector (𝑥⃗), 𝜇(𝑥⃗) is the mean of 

the feature vector, and 𝜎(𝑥⃗)  is the standard 

deviation of the feature vector. 

 

Results and discussion 

 

The XGBoost model was trained using 70% of 

preprocessed data as the training set (642 

patients) and the remaining 30% as the test set 

(276 patients). The GridSearchCV technique 

was employed to fine-tune hyperparameters, 

focusing on binary logistic classification to 

distinguish patients prone to heart disease from 

healthy individuals. 

 

Optimal hyperparameters for the 

XGBoost algorithm are presented in Table 2, 

highlighting the use of regularization via alpha 

and lambda to prevent overfitting during data 

classification. 

 

Noteworthy are the performance metrics 

obtained from the classification report, 

demonstrating an 88.04% precision in the test 

set. Additionally, a 90% recall was achieved in 

identifying patients with heart disease. Table 3 

details precision, recall, f1-score, and support 

values for the binary classification. 

 
Parameter Value Description 

Learning_rate 0.05 Controls the contribution of 

each tree to the model. 

n_estimators 200 Specifies the number of trees 

used in the model. 

objective 'binary: 

logistic' 

binary classification 

max_depth 3 Maximum depth of each tree, 

limiting the number of splits in 

each tree. 

reg_alpha 1 avoid overfitting 

reg_lambda 0.1 control overfitting 

 

Table 2 XGBoost best hyperparameters with Gridsearch. 

 

 

Table 3 Classification report with XGBoost-

GridSearchCV 

 

 The confusion matrix in Figure 11 

illustrates 105 accurate predictions for healthy 

patients and 138 correct predictions for those 

diagnosed with heart disease.  

 

 

 

Condition Precision Recall F1-Score Support 

0: Normal 0.88 0.85 0.86 123 

1: Heart disease 0.88 0.90 0.89 153 
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However, there are 18 false negatives 

where healthy patients were misclassified as 

having a heart condition, along with 15 false 

positives, indicating patients with heart disease 

incorrectly classified as healthy or normal. 

 

 
 

Figure 11 Confusion Matrix depicting results from the 

XGBoost classifier. 

 

 Furthermore, the implemented DNN 

model is based on a sequential model imported 

from the Keras library. The test set was split into 

20%, with the remaining 80% designated for 

training. Within this 80%, an additional 25% 

was set aside to form the validation set. Thus, 

60% of the total data is allocated to training, 20% 

to testing, and the remaining 20% to validation. 

Table 4 details the parameters and characteristics 

of the neural network. 

 
Parameter Value Description 

Layers 

(Dense) 

Four layers, one 

serving as input 

and one as output. 

Controlling the 

contribution of each 

layer to the model's 

predictive capacity. 

Activation 

fucntion 

‘ReLU’ is applied 

in the model's 

intermediate 

layers, while 

'sigmoid' is used in 

the final layer. 

'Sigmoid' is commonly 

employed in binary 

classification tasks to 

obtain probabilities 

between 0 and 1. 

Regularizati

on (L1) 

0.001 for second 

layer and 0.0001 

for third layer of 

dense neurons. 

Aimed at constraining 

the weights to mitigate 

overfitting. 

Dropout 0.5, 0.5, 0.25 Dropout layers are 

employed after each 

dense layer with 

dropout rates set at 0.5, 

0.5, and 0.25, 

sequentially, to 

alleviate overfitting by 

randomly deactivating 

a fraction of neurons 

during training. 
 

 
Table 4 Architecture of DNN 

 The optimizer employed during training 

was 'adam' due to its stochastic gradient descent 

characteristics. Binary cross-entropy loss 

function was utilized, deemed suitable for this 

classification problem. The evaluation metric 

utilized to assess the model during training was 

'accuracy'. 

 

The model was trained on the training 

data for 300 epochs with a batch size of 32. 

Simultaneously, validation was conducted 

during training to monitor performance and 

prevent overfitting. Figure 12 illustrates the 

model's performance, showcasing a slight 

discrepancy between the error rates of the 

training and validation sets. 

 

 
 

Figure 12 DNN Model Loss with Training and Validation 

Data. 

 

 The evaluation displayed an 88.58% 

accuracy across both datasets, as depicted in 

Figure 13. Detailed scoring metrics can be found 

in the classification report provided in Table 5. 

Comparatively, the DNN model surpasses 

XGBoost in terms of recall and f1-score, 

achieving an 88% and 87% detection rate for 

healthy patients, respectively. Moreover, it 

showcases significant precision at 91% for 

patients with heart disease and achieves an f1-

score of 90%. 
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Figure 13 Model Accuracy During Training with Training 

and Validation Data 
 
Condition Precision Recall F1-Score Support 

0: Normal 0.85 0.88 0.87 77 

1: Heart disease 0.91 0.89 0.90 153 

 

Table 5 Classification Report for the DNN Model 

 

 The classification using DNN 

demonstrates a slight superiority compared to 

the XGBoost model. In this case, Figure 14 

shows 68 accurate predictions for healthy 

patients and 95 correct predictions for those 

diagnosed with heart disease. However, only 12 

false positives and 9 false negatives were 

detected. 

 

 
 

Figure 14 Confusion Matrix illustrating results from the 

DNN Classifier 

 

 The ROC curve metrics in Figure 15 

demonstrate a value of 0.885 for the DNN and 

0.878 for the XGBoost, with the DNN having the 

value closest to the true positive prediction. 

 

 
 

Figure 15 ROC Curves Comparison between the DNN 

and XGBoost Models. 

 

The obtained results showcase 

significant metrics in Figure 16 concerning the 

detection of cardiac diseases. The XGBoost 

model demonstrates superior recall performance 

at 90.2% compared to the DNN's 88.79%. This 

signifies the XGBoost's efficacy in capturing 

most actual cardiac disease cases. Specifically, 

within this balanced patient dataset, the 

preprocessing and classification techniques 

employed by both XGBoost and DNN are on par 

or even surpassing other methodologies 

(Srinivas et al., 2022). Missing a positive case 

could have severe health consequences for the 

patient, underscoring the criticality of 

maximizing recall. Notably, the precision 

remains similar between both models at 88%.  

 

This precision is crucial to prevent 

misdiagnosis, averting unnecessary treatments 

or undue stress for the patient. Finally, the DNN 

achieves a superior F1-score of 90.05%. As a 

harmonic mean between precision and recall, it 

emphasizes the precise identification of positive 

cases and the minimization of false positives 

compared to XGBoost. 

 

 
 

Figure 16 Performance Metrics by Algorithms between 

the DNN and XGBoost Models 
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Conclusions 

 

The proposed models utilizing machine learning 

classifiers for cardiac disease detection were 

rigorously compared between DNN and 

XGBoost, leveraging the best hyperparameters 

obtained through Gridsearch. While both models 

demonstrated comparable precision, XGBoost 

exhibited superior recall at 90.2%, whereas 

DNN showcased stronger classification and F1-

score metrics at 90%. These findings underscore 

the potential of machine learning in refining 

disease detection, especially in a cardiac context. 

 

This study benefited significantly from a 

specific dataset, unveiling critical medical 

insights such as the correlation between certain 

parameters—like diabetes—and increased risk 

of cardiac illness. Moreover, the prevalence of 

chest pain, particularly among asymptomatic 

patients and those experiencing exercise-

induced angina, proved crucial in identifying 

potential cardiac issues. The methodology's 

strength lay in meticulous data preprocessing, 

where numeric values and categorical 

classifications based on clinical and pathological 

test types were pivotal in enhancing both 

XGBoost and DNN classifications. 

 

Looking ahead, this research paves the 

way for further investigations, potentially 

integrating additional datasets or exploring 

hybrid models amalgamating the strengths of 

various machine learning techniques. Moreover, 

the models' potential generalizability beyond 

this specific dataset merits consideration, 

exploring adaptations required for diverse 

populations. 

 

The findings presented here hold promise 

for revolutionizing early detection strategies for 

cardiac diseases, offering profound implications 

for improved patient care and healthcare 

management. This work contributes to 

advancing the field, introducing novel 

methodologies and insights that may drive future 

breakthroughs in cardiac disease detection and 

management. 
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