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Abstract

The integration of mixed reality (MR) technology into physical systems represents a significant
advancement in bridging the gap between educational environments and industrial applications.
This study explores the development of a robotic arm prototype controlled through MR
technology, aimed at enhancing educational experiences in the field of robotics. By utilizing
augmented reality (AR), virtual reality (VR), and real-time physical interactions, students gain a
comprehensive understanding of robotic systems. The project combines open-source platforms
with MR to provide a hands-on, immersive learning environment. The primary objective is to
foster high-impact learning and practical training, thus reducing the gap between educational
settings and real-world industrial applications.
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Resumen

La integracion de la tecnologia de realidad mixta (RM) en sistemas fisicos representa un avance
significativo en la reduccién de la brecha entre los entornos educativos y las aplicaciones
industriales. Este estudio explora el desarrollo de un prototipo de brazo robético controlado
mediante RM, con el objetivo de mejorar la experiencia educativa en el campo de la robética. Al
utilizar realidad aumentada (RA), realidad virtual (RV) y la interaccion fisica en tiempo real, los
estudiantes obtienen una comprension integral de los sistemas roboticos. El proyecto combina
plataformas de software libre con RM para proporcionar un entorno de aprendizaje inmersivo y
practico. El objetivo principal es fomentar un aprendizaje de alto impacto y una formacién
préctica, reduciendo asi la distancia entre los entornos educativos y las aplicaciones industriales.
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Introduction

The gap between robotics education and its
implementation in industrial environments
remains a challenge in the training of future
professionals. With emerging technologies such
as mixed reality (MR), it is possible to combine
virtual elements with the physical environment
to enhance the interaction between the user and
complex robotic systems. This integration of
MRI allows the creation of dynamic learning
environments, where students can manipulate
virtual objects that are synchronised with
physical systems, providing deeper and more
realistic learning.

This technology has grown significantly
in recent years, and its implementation in the
control of physical systems has proven to be an
innovative tool in areas such as industrial
automation, process simulation and robotics,
(Azuma, & Billinghurst, 2019).

MRI not only involves immersing the
user in a digital environment, but also enables
direct control of physical systems, such as
machinery, robotic arms or precision devices,
through intuitive interfaces that combine
gestures, voice commands and real-time
visualisation, (Silva, & Perez, 2021). These
interfaces allow the operator to interact with the
physical system while having detailed and
enriched digital representation, improving
accuracy, speed of response and ease of control.

The implementation of mixed reality in
the control of physical systems is based on the
integration of technologies such as sensors,
cameras and haptic devices that capture the
user's movements and actions, translating them
into commands for the manipulation of physical
devices. The two-way interactivity offered by
MRI provides a significant advantage, as the
user can receive feedback from the systemin real
time, adjusting their actions based on the
physical behaviour of the controlled system,
(Milgram, & Kishino, 2018).

One of the main application areas of MRI
is industrial automation, where operators can
control robots and machinery from virtual
environments, simulating tasks before executing
them in the real world, (Park, & Lee, 2022). This
approach not only reduces errors, but also
improves safety by minimising the exposure of
personnel to hazardous situations.
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The use of MRI for the control of
physical systems also has applications in
technical education and industrial training, as
it allows students and workers to acquire
practical skills in simulated environments, with
a high degree of immersion and realism, before
encountering real systems. This enhances
experiential learning and reduces the learning
curve by providing access to complex scenarios
that would otherwise be difficult to replicate.

The aim of this work is to develop a
prototype educational robotic arm controlled by
mixed reality, allowing students to visualise,
control and programme the arm in real time. This
project is based on the combination of
augmented reality (AR), virtual reality (VR)
and the physical control of a robotic system to
provide an immersive experience. At the same
time, free software tools such as Arduino,
Raspberry Pi and Vuforia are used, allowing
wide accessibility and customisation in
educational environments.

Section 2 presents the theoretical
framework for mixed reality in physical systems,
the movements of the robotic arm, control of the
servomotors, in section 3 there is the
methodology where the design and manufacture
of the robotic arm, programming and
implementation of mixed reality. Section 4
shows the results of the assembly, the control
system and the MRI experience. Finally in
section 5 the conclusions of the obtained in the
work.

Theoretical framework
Mixed reality in physical systems

Mixed reality is a technology that combines
physical reality with virtual reality, allowing
interaction between physical and virtual objects
in real time. In this context, controlling a
physical system such as a robotic arm using MRI
involves superimposing interactive 3D models
on the real environment, synchronising the
movements of the virtual objects with those of
the physical robot.

The use of 4x4 homogeneous
transformation matrices allows mapping the
coordinates of virtual objects in physical space:

T = (’; ‘11) [1]
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Where:

R is the rotation matrix defining the
orientation of the object.

- d is the translation vector indicating the
position in space.

This matrix is used to align the virtual
models with the physical environment in AR
visualisation, ensuring that users can interact in
real time with the systems.

Robotic Arm Kinematics

Controlling a robotic arm requires solving the
inverse kinematics, which calculates the angles
of the arm joints from a desired position of the
end of the arm. The equation that solves the
inverse kinematics is:

q=f") [2]
Where:

- g is the set of joint angles,

- X is the desired end-of-arm position (gripper).

For this project, inverse kinematics is
applied so that the movements programmed in
the virtual environment are translated into real
movements in the physical arm, allowing a
precise correspondence between the 3D model
and the robot.

Servomotor control

Servomotors are responsible for the movement
of the arm joints. These motors operate by means
of PWM (pulse width modulation) signals that
control their angular position. The equation for
the PWM signal is:

Ton 1800 [3]

Tperiod

6(t) =

Where:

- 0(t) is the angle of rotation of the servo
motor.

- T, is the time the signal remains active.

- Tperioq 1S the total period of the signal.
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This control system is key to synchronise
the movements detected in the mixed reality
environment with the joints of the robotic arm,
Figure 1 shows the concept map for moving
servo motors with unity.
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Figure 1
Concept map for moving servomotors with unity

Source: Own elaboration
Methodology
Design and Manufacture of the Robotic Arm

The design and manufacturing process of the
robotic arm was carried out following a
structured  methodology that  prioritised
accessibility and ease of replication. Inventor
Professional computer-aided design (CAD)
software was used to create a detailed 3D model
of the robotic arm. This approach allowed for
accurate visualisation of each component and
their interactions prior to physical fabrication.

The design consists of 13 individual
parts, each meticulously dimensioned to ensure
precise assembly. Major components include:

- Swivel base (180°).
- Extendable arm.

- Lifting joint.

- Gripper or claw.

For manufacturing, 3D printing was
chosen using 1.75 mm PLA (polylactic acid)
filament in black. The choice of PLA was based
on its biodegradability, ease of printing and
mechanical properties suitable for functional
prototypes.
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An Ender 3 printer was used to produce the
parts, demonstrating the feasibility of using
consumer-grade 3D printing equipment for
educational robotics projects.

The assembly of the robotic arm was
carried out using 1/4 inch bolts, corresponding
lock nuts and washers to ensure secure and
durable connections between the components.
For certain elements that required a more
permanent bond, epoxy glue was used, providing
a combination of flexibility for maintenance and
structural robustness, see Figure 2.

Figure 2
CAD Design of Robotic Arm

Source: Own elaboration

During the assembly process, various
configurations were tested to ensure correct
alignment of the servo motors with the arm
joints, see Figure 3 and 4.

Box 3

\

Figure 3
Robotic arm assembly

Source: Own elaboration
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Arm Control Programming

The robotic arm control system was developed
using a combination of software and hardware
platforms to achieve effective integration
between the physical and virtual components.
The programming was divided into several
stages:

- servo motor control: Arduino was used to
program the precise control of the MG995
servo motors. The Arduino code was
structured to allow independent movement
of each joint of the arm, including swivel
base, arm extension, elevation and gripper
opening/closing. Motion limits were
implemented in the software to prevent
mechanical damage from over-extension.

Integration with Unity: A C# script was
developed within Unity to establish
communication between the augmented
reality platform and the Arduino
controller. This script uses threading to
handle serial communication efficiently,
avoiding blockages in the user interface
while sending commands to the robotic
arm.

- Gesture recognition: A gesture recognition
system was implemented using the
MediaPipe library in Python. This system
identifies key hand positions and translates
them into commands for the robotic arm.
For example, raising the little finger was
programmed to raise the claw of the arm.

- Augmented Reality with Vuforia: The
Vuforia platform was used to create an
augmented  reality  experience that
superimposes digital information over the
view of the physical robotic arm. This
included the creation of image markers for
tracking and the configuration of virtual
objects that represent the state and
movements of the arm in real time, see
Figure 5.
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- Performance optimisation:  Adjustments

were made to optimise the performance of
i = the mixed reality application, including
reducing the complexity of the 3D models
and implementing culling techniques to
improve rendering speed on mobile devices.

Box 6

Figure 5

Code to control the robotic arm gados

Source: Own elaboration

Implementation of Mixed Reality b el

The implementation of mixed reality was
achieved through the integration of VVuforia with Figure 6

Unity3D, creating an interactive environment Unity user interface with robotic arm
that combines virtual elements with the physical
robotic arm. The implementation process
included the following steps:

Source: Own elaboration

Results

- Database creation in Vuforia: A target image
was designed and uploaded to the Vuforia
developer portal. This image serves as a
reference point for the augmented reality
system, allowing for the accurate overlay of
virtual elements.

This section shows the results of the research
work and the demonstration of the use of
computer vision algorithms with mixed reality
and the previously described technologies.

Final Design and Assembly

- Configuration in Unity: The Vuforia
package was imported into Unity and the
scene was configured to include an AR
camera and an Image Target. The 3D model
of the robotic arm was linked to the Image
Target so that it would appear overlaid when
the camera detected the reference image.

The result of the design and manufacturing
process was a functional and aesthetically
coherent robotic arm. The final dimensions of
the assembled arm are:

- Maximum height: 45 cm.

- AR user interface development: Augmented i Maximum reach: 30 cm.

reality user interface elements, such as
virtual buttons and information panels, were
created to appear alongside the physical
robotic arm. These elements allow users to
interact with the system and visualise data in
real time.

- Total weight: 750 grams.

The 3D printed structure proved to be
robust enough to withstand the repetitive
movements and light loads for which it was
designed. The precision of the 3D printing
allowed for a perfect fit of the servo motors in
their designated housings, resulting in smooth
and precise movements of all joints.

- Synchronisation  of  movements: A
synchronisation system was implemented to
ensure that the movements of the virtual arm
in the augmented reality interface
correspond exactly with the movements of
the physical arm. This was achieved through

Stress tests showed that the arm could lift
objects weighing up to 100 grams without

bidirectional communication between Unity compromising its S.tab'“ty or accuracy. The
and Arduino, using the serial port, see Figure gripper, designed with a textured grip pattern,

6 proved capable of handling objects of various
' shapes and materials effectively, see Figure 7.
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Figure 7
Final assembly of the robotic arm

Source: Own elaboration
Control System Response

The integrated control system demonstrated a
high degree of accuracy and responsiveness.
Latency tests yielded the following results:

- Average response time between Unity
command and servomotor movement: 50
ms.

- Positioning accuracy: £0.5 degrees in each
joint

- Augmented reality interface refresh rate:
60 FPS (frames per second).

These results indicate that the system is
capable of providing a real-time control
experience, with a latency that is barely
perceptible to the user. The positioning accuracy
allows for tasks that require fine movements,
such as positioning small objects.

Reliability tests were performed including
the execution of 1000 consecutive motion
cycles. The system maintained its accuracy and
showed no signs of degradation in performance,
suggesting good durability for prolonged
educational use, see Figure 8.
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Figure 8

Unity user interface with robotic arm

Source: Own elaboration
Mixed Reality Experience

The integration of mixed reality with the
physical robotic arm resulted in an immersive
and highly interactive educational experience.
Results from user testing (n=30 students)
showed:

- 95% of users reported improved
understanding of robotics concepts after
using the mixed reality system.

- 88% rated the experience as ‘very
intuitive’ or ‘extremely intuitive’.

- The average time to complete a basic
programming task was reduced by 40%
compared to traditional teaching methods.

Overlaying virtual elements, such as
motion paths and control points, on top of the
physical arm allowed students to visualise
abstract programming concepts in a tangible
way. The ability to interact with these virtual
elements and see the immediate results on the
physical arm provided an effective bridge
between theory and practice.

The gesture recognition system proved
particularly effective, with a 98% recognition
rate for the pre-defined gestures. The students
found this feature particularly appealing, as it
allowed them to control the robotic arm in a way
that felt more natural and intuitive than
traditional input methods.

In conclusion, the combination of a robust
and affordable robotic arm design with an
advanced mixed reality-based control system
has resulted in a powerful educational tool.
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The results suggest that this approach not
only improves understanding of robotics
concepts, but also increases student engagement
and motivation in  learning  advanced
technologies, see Figure 9.

Figure 9
Mapping of the hand

Source: Own elaboration
Conclusions

The implementation of mixed reality technology
in the control of a physical system, such as an
educational robotic arm, offers great advantages
for  robotics education.  This  project
demonstrated that mixed reality can significantly
enhance learning by providing students with an
interactive platform that combines the virtual
and the physical.

This approach not only facilitates access
to advanced technologies in educational
environments, but also offers a cost-effective
and scalable solution. In future versions of the
system, gesture recognition functionalities could
be enhanced and the integration of more
complex simulations reflecting real industrial
situations could be explored.
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